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CSE331 Machine Learning Final Term, Fall 2016

1. (A) [40 points] Explain the concept of Information Gain in Decision Tree using Entropy.

Explain without the concept of Entropy: -10 points
Entropy & Information gain equations will be OK
Wrong equation: -2 points






(B) [10 points] Between A and B, which feature should be chosen and why? 
[image: ]       [image: ]Information Gain of B= 0.996 - 0.876 = 0.12
Information Gain of A= 0.996 - 0.615 = 0.38



No explanation: -5 points
Explain using the results of information gain

2. (A) [10 points] In Random Forest, between bagging (bootstrapping) and boosting, which ensemble method was used? 

Bagging: 10 points 
Boosting: 0 points

(B) [40 points] Explain why random forest shows (in most cases) better performance than decision tree? 

Must contain the keywords “Ensemble” and “random data selection”: without one keyword -10 points
Similar keywords will be OK. 
Ex) wisdom of crowd = ensemble 
   Random tree construction etc.



3. (A) [40 points] Explain the basic idea and procedure of Perceptron.

Contain one of the following keywords
· Human brain / neuron / synapse simulation
· Weight sum / threshold / Sigmoid function
Missing each class of keywords: -10 points












(B) [10 points] Give a representative example that Perceptron cannot solve.

XOR problem: 10 points 
Other answers: 0 points


4. (A) [20 points] What is the Multilayer Perceptron? 

Add hidden layer
No keyword “hidden layer” or similar words: -10 points




    (B) [20 points] Why Multiplayer Perceptron can solve the representative problem introduced in the question 3(B)?

Using hidden layer
No keyword “hidden layer” or similar words: -10 points



    (C) [10 points] What is the name of algorithm can train artificial neural network (especially for multilayer perceptron)?

Backpropagation: 10 points
Others: 0 points



5. (A) [10 points] What are the support vectors in support vector machines?

No partial points. (10 points or 0 points)
The data points nearest to the hyperplane



    (B) [20 points] Which hyperplane is the best on among H1, H2, and H3? And Why?
[image: File:Svm separating hyperplanes (SVG).svg]

No explanation: -10 points
Maximum margin between support vectors

(C) [20 points] What is the role of kernel function in support vector machines?
Converting input space into hyper space.

6. [50 points] Briefly describe what deep learning (or deep neural network) is. 

Only critical keywords: many layers / deep layers: without such keywords: - 10 points
Freely describe..






7. [50 points] Explain the difference between K-means algorithm and K-nearest neighbor algorithm.
K-means: fixed number of cluster (k)
K-nearest neighbor: clustering nearest k items, the number of cluster can vary.
[bookmark: _GoBack]Without the above explanation: -10 points each
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