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CSE331 Machine Learning Mid Term, Fall 2016

1. [50 points] Explain what the differences between supervised learning, unsupervised learning, and reinforcement learning are. You have to give a practical example for each category.  

No example for each category: -2 points
No keywords for each category: -5 points






2. [50 points] You have the following data. Please describe what you have to do for classification and how you do it.
	
	Height
	Weight
	Age
	Sex
	Class

	Instance 1
	160
	50
	51
	F
	A

	Instance 2
	180
	80
	25
	M
	B

	Instance 3
	175
	70
	35
	M
	B

	Instance 4
	
	45
	20
	F
	A

	Instance 5
	170
	75
	30
	M
	B

	Instance 6
	155
	50
	45
	F
	A

	Instance 7
	150
	
	50
	F
	A




Missing value imputation: 40 points
Explanation on how to do it: 10 points

Do not mention “missing data”: -5 points
Wrong explanation: -1 points (for each)


3. [25 points] The dataset has only 200 instances with 20 features. You have to preprocess your data to avoid this phenomenon. What is this? 

Curse of dimensionality (hard to learn)
Feature selection: -5 points
Overfitting: 0 points

4. [50 points] Please describe how you build your classification model using the dataset in Q3. 

Feature selection: 30 points
Cross-validation: 10 points
Enough explanation: 10 points







5. [50 points] You have an imbalanced dataset, for example, class A has 800 instances and class B has 200 instances. What you have to do?

Undersampling or oversampling: 40 points
Enough explanation: 10 points









Your classification model showed the following results. 
	
	
	Predicted results
	

	
	
	Cancer
	Normal

	Actual condition
	Cancer
	100
	20

	
	Normal
	30
	50



6. [50 points] What are the precision, recall, and specificity? (ex. 0.87) 

Precision = 100/130 = 0.769 (or 0.77 with round-up) 
Recall = 100/120 = 0.83
Specificity = 50/80 = 0.625 (or 0.63)

Wrong answer for each case: -17 points
No round-up: -5 points

7. [50 points] What is the meaning of the precision, recall, and specificity in the above case?

Precision: the ratio of the actual patients in the predicted patients
Recall: the ratio of the predicted patients in the actual patients
Specificity: the ratio of the predicted normal in the actual normal



8. [25 points] Which model among blue, red, and green shows the best performance in the following ROC curve?  BLUE
[image: http://www.unc.edu/courses/2006spring/ecol/145/001/images/lectures/lecture37/fig4.png]
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